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Abstract— Cooperative driver assistance functions benefit
from sharing information on the local environments of indi-
vidual road users by means of communication technology and
advanced sensor data fusion methods. However, the consistent
integration of environment models as well as the subsequent
interpretation of traffic situations impose high requirements on
the self-localization accuracy of vehicles. This paper presents
methods and models for a map-based vehicle self-localization
approach. Basically, information from the vehicular environ-
ment perception (using a monocular camera and laser scanner)
is associated with data of a high-precision digital map in order
to deduce the vehicle’s position. Within the Monte-Carlo local-
ization approach, the association of road markings is reduced to
a prototype fitting problem which can be solved efficiently due
to a map model based on smooth arc splines. Experiments on a
rural road show that the localization approach reaches a global
positioning accuracy in both lateral and longitudinal direction
significantly below one meter and an orientation accuracy below
one degree even at a speed up to 100 km/h in real-time.

I. INTRODUCTION

In recent years, driver assistance systems contributed
significantly to the reduction of traffic accidents and the
mitigation of crash consequences. Wireless communication
technologies as well as sensor data fusion methods across
vehicles enable cooperative assistance functions. By sharing
information on their local environments, the individual road
users increase the robustness and completeness of knowledge
on the surroundings and, thus, enrich the data basis for
making decisions. Within the joint project Ko-PER, which is
part of the research initiative Ko-FAS (cf. [1]), cooperative
assistance functions are investigated in rural areas aiming
to reduce crashes that occur at overtaking maneuvers, rear-
end collisions or hazardous situations of crossing pedestrians.
However, the consistent integration of environment models
as well as the subsequent interpretation of traffic situations
impose high requirements on the self-localization accuracy
of vehicles. More precisely, a longitudinal and lateral po-
sition accuracy below 1 m and an orientation accuracy in
the magnitude of 1◦ are required in order to distinguish
between two adjacent vehicles and to associate road users
and individual lanes. Hence, the vehicle self-localization
represents an essential and challenging component for any
cooperative system.

Since standard GNSS based localization techniques often
cannot provide positioning results with the required accuracy
and reliability defined above due to multi-path scattering,
shading effects caused by the environment and atmospheric
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disturbances (cf. [2]), alternative and complementary global
localization techniques must be considered.

Originating in the field of robot localization, simultaneous
localization and mapping (SLAM) approaches are widely
investigated (cf. [3] for a survey) in order to determine a
vehicle’s pose using a digital map created during driving.
In the literature several vehicle self-localization approaches
are known based on feature matching of laser scans like
[4], [5], [6]. The work in [7] generates a feature map using
aerial images. Road markings are detected based on stereo
vision and characterized by their centroids, and the landmark
association problem is realized by classical feature matching.
In contrast, the approach in [8] uses texture interpretation
to compare a texture feature map and image contents for a
video-based self-localization in urban environments.
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Fig. 1: Overview of the self-localization approach

This paper presents methods and models for a map-based
vehicle self-localization approach. To begin with, Figure 1
shows an overview of the essential components. The basic
idea is to associate information from the vehicular environ-
ment perception with the data of a high-precision digital map
in order to deduce the vehicle’s position and orientation.

Therefore, the involved environment perception methods
based on a monocular gray value camera and a laser scanner
are used to identify distinctive objects in the vehicle’s
surroundings. The sensor data processing allows detecting
road markings using a video-based lane recognition system
and extracting landmarks, like traffic signs, trees or guide
posts, realized in a specific laser scanner processing unit.
These extracted and reconstructed features are associated
with elements in the digital map in order to correct the pose



estimation, which is roughly initialized with GPS. Intrinsic
measurements of the vehicle dynamics, like the velocity and
the turn rate, determine the motion model parameter of the
vehicle.

Within the reference implementation, the probabilistic
self-localization approach is realized using a Monte-Carlo
Localization (MCL) technique (cf. [9]). Regarding the mea-
surement update of the state estimation algorithm, the as-
sociation with corresponding map elements is reduced to a
prototype fitting problem.

II. DIGITAL MAP

The digital map model used for the present self-
localization approach has been presented in [10]. Continuous
road elements like individual lanes and road markings are
represented by smooth arc splines, which are curves com-
posed by smoothly joint circular arcs and line segments as
depicted in Figure 2. This geometric model shows many
advantageous properties regarding the efficient calculation
of point to curve distances, best approximating points, offset
curves and lengths of curve segments, which are calcula-
tions that are required in almost any map-based assistance
function.
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Fig. 2: Smooth arc spline with four segments s1, . . . , s4 and
breakpoints x1, x2, x3. The equality of the tangent unit vec-
tors τs1(x1) and τs2(x1) indicates the tangential smoothness
at x1.

Regarding the map generation, for any given maximal
tolerance, the applied approximation method (cf. [11]) gen-
erates a smooth arc spline with a minimum number of
segments. These properties are valuable for digital maps
since they imply the checkability of accuracy of map el-
ements as well as the minimization of the data volume
required for storing the map. Furthermore, the mathematical
particularities of arc splines are profitable not only for the
self-localization observation models described in this work,
but they represent an additional value for further automotive
applications like the assignment of road users to lanes or for
automated driving purposes.

Besides the representation of continuous road elements,
the digital map contains individual landmarks of low lateral
dimension, like traffic signs, guide posts or trees. Figure 3
shows a map section with elements that are relevant for the
association process of the self-localization approach.

Within the project Ko-PER, a digital map of a rural area
in the north of Munich has been created that includes the
above mentioned map elements. The considered area offers
a relatively high diversity regarding the natural environment
(wood and grassland), the elevation profile (cambers and
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Fig. 3: Map section including lanes, road markings and
landmarks.

depressions) and, in particular, concerning the availability of
road elements (road markings and landmarks). A total length
of about 24 km of lanes has been mapped.

By means of an independent evaluation by a third-party,
the global accuracy of the map has been validated using high-
precision reference points which were manually captured
by a geodetic measuring system. Finally, the global root-
mean-square error between the reference points and the road
markings in the map has been measured to 0.1m at randomly
chosen evaluation points.

Regarding the localization approach, a fast access to map
elements in a desired local environment around the vehicle
is required. Within this context, index structures are suitable
that represent a hierarchical decomposition of the digital
map. For instance, a quadtree is a tree data structure where
each node corresponds to a rectangular map section starting
with the root which represents the whole digital map. If a
node v is not a leaf then its four child nodes correspond to
the quadrants of the map sections of v. Figure 4 shows a
quadtree decomposition of a digital map section in the north
of Munich up to the tree height 4. The zoom shows the map
section of a leaf.

III. MAP-BASED SELF-LOCALIZATION

A. Environment perception

In the present case, the experimental vehicle is equipped
with several sensors to perceive the local surroundings and
to measure relevant vehicle parameters:

• The images of a monocular gray value camera are used
in a lane recognition system similar to the one presented
in [12]. For each frame, this method allows extracting
a finite set of measurement points PRM ⊂ R2 lying on
road markings in the local environment of the vehicle.

• A processing unit for the scan data of a four layer laser
scanner in the front of the vehicle provides hypotheses
on landmarks in the surroundings.

• Intrinsic measurements on the velocity and the turn rate
determine the motion model parameter of the vehicle.

• GPS is used for initialization and a rough estimation of
the vehicle’s pose.



Fig. 4: Quadtree decomposition of a map section. Road
markings are drawn in red while lanes are marked in green.
Blue dots mark guide posts while the red and green dots
represent a traffic sign and a tree.

B. Vehicle model and particle filtering

The internal state of the vehicle is modeled as a time-
discrete Markov process with the parameters

xk = (xk, yk, ψk, vk, ck) ∈ R5 (1)

at time tk ∈ R, k ∈ N. The position (xk, yk) and the heading
angle ψk form the pose of the vehicle within the navigation
frame, which is comparable to the UTM coordinate system.
The motion of the vehicle is described by the commonly
known CTRV model, where it is assumed that the turn-
rate and the velocity vk is constant within small observation
intervals. In this case, the vehicle moves on circular arc
segments with curvature ck, which allows predicting the
vehicle’s pose regarding the time.

In order to correct the pose estimation by incorporating
measurements of the sensors, a sequential Monte-Carlo lo-
calization method is applied. As usual, the conditional state
probability density is approximated empirically by a finite
set of particles x(i)

k , 1 ≤ i ≤ M and corresponding weights
w

(i)
k at time tk:

p(x|zk, . . . , z0) ≈
M∑
i=1

w
(i)
k δ(x− x(i)

k ) (2)

for any sensor measurements zk, . . . , z0 and the Dirac
delta function δ. Regarding the weights, it is true that
w

(i)
k ≥ 0 and

∑M
i=1 w

(i)
k = 1. Each particle represents a state

hypothesis whose weight is proportional to the conditional
probability p(zk|x(i)

k ) of observing the sensor measurement
zk given the state hypothesis x(i)

k .
Assuming a normally distributed measurement noise pro-

cess Rk, the likelihood for observing zk given a state xk can
be expressed by

p(zk|xk) = p(Rk = (zk − h(xk))) (3)

using an explicit observation model h : R5 → Rm from
the state space to the measuring space. While zk denotes a
real sensor measurement, the term h(xk) is called predicted
measurement and the difference zk − h(xk) is commonly
named residual of the measurement update. Finally, the
weights w(i)

k are given by

w
(i)
k =

p(zk |x(i)
k )∑M

j=1 p(zk |x
(j)
k )

. (4)

Since the sensor observations are available only at discrete
points in time tk, a SIR particle filter algorithm (see [13])
recursively updates the discrete approximation (2) in the
following roughly summarized steps:
• Prediction: Each particle is predicted according to the

vehicle motion model and the time difference to the next
sensor measurement.

• Filtering: The weights of the particles are updated
according to (4) using the sensor measurement.

• Resampling: The particles are redistributed within the
state space based on their updated weights or according
to a strategy based on a priori knowledge.

The individual points in time tk are mainly determined by
the acquisition time of the sensors. In the present case, for
each measurement a precise time stamp is available which
allows interpreting the observation temporally.

As usual within the context of particle filtering, no as-
sumption on the type of the state probability density is made,
which, in particular, allows multi-modality. This property
can be exploited for modeling vehicle pose hypotheses on
different lanes of the digital map by distributing particles
explicitly on these lanes in the resampling step of the particle
filter.

The final pose estimation required by the applications
is extracted using Mean-Shift (cf. [14]) related clustering
techniques based on the set of particles.

C. Observation models

With regard to equation (3), in the next sections it is
focused on the definition of specific observation models and
techniques for the association of map elements with measure-
ments extracted by the vehicular environment perception.

1) Initialization: At the initialization phase of the local-
ization system, the particles are normally distributed around
a pose given by GPS with a covariance matrix determined by
the uncertainty of the receiver. In the subsequent filter cycles,
GPS is also used within the resampling step by setting the
pose parameters of a small subset of particles to the GPS
position.

2) Landmarks: Several approaches in the literature like
[4], [15] deal with the association of laser scanner fea-
tures with landmarks in a digital map for self-localization
purposes. The more general data association problem with
uncertainties regarding the correspondences can be treated
with probabilistic methods like the (Joint) Probabilistic Data
Association filter [16] which allows modeling concurrent
association constellations between cluttered measurements



and landmarks in a statistical sense. Further examples for
filter extensions are the (Joint) Integrated Probabilistic Data
Association filter [17], which introduce a target existence
propagation model. In the present case, a priori knowledge on
the landmark association constellation is available based on
the estimation of the vehicle’s pose in the preceding frames,
which can be used to reduce the combinatorial search space
by means of gating techniques.

Since this landmark association problem is widely treated
in the literature, we focus on the observation model of road
markings in the following.

3) Road markings: In this paper, the association of road
markings in the digital map with a set of measurement
points extracted by the lane recognition is reduced to a
prototype fitting problem: Introduced in [18] and continued
in [19], the so-called prototype fitting is a generalization of
the iterated closest point algorithm ([20]) regarding broader
classes of admissible transformations and reference sets.
For our purposes, the reference geometry is encoded as a
compact subset Π ⊂ R2, e.g. as a union of curves, and
it is called prototype. If points y ∈ A ⊂ R2 have been
extracted within a measurement process, the prototype fitting
problem is the challenge to find a feasible transformation
Φ : R2 → R2 minimizing the sum of squares∑

y∈A
dist (Φ(Π), y)

2
, (5)

where dist denotes the Euclidean distance. The question
whether the prototype Π or the points A are transformed
by Φ can be decided according to the computational effort.
The solving strategy, described in the following, can be
formulated for both decisions analogously. Within any proto-
type fitting problem, the determination of best approximating
points xy ∈ Π for each y ∈ A is the bottleneck of
the computing time. Therefore, a suitable encoding of Π,
which minimizes the computational requirements for the best
approximating point calculation, is essential.

Naturally, the existence of optimal motions can only be
assured if some restrictions and assumptions on the feasible
transformations are made. In the present case, the admissible
transformations are restricted to rotations and translations,
which are mappings of the form

Tϕ,t : R2 → R2, x 7→
(

cos(ϕ) − sin(ϕ)
sin(ϕ) cos(ϕ)

)
· x+ t, (6)

with ϕ ∈ [0, 2π[ and t ∈ R2. Hence, optimal parameters
ϕ ∈ [0, 2π[ and t ∈ R2 are searched within the prototype
fitting problem. In this case the problem can be solved by
an iterative approach.

To begin with, it is assumed that some initial transforma-
tion parameter ϕ0, t0 are known such that the transformed
prototype Π approximately fits to the points A. Starting with
Π(0) := Π, in the j-th step for j ∈ N, the best approximating
points x(j)

i of yi with respect to the set

Π(j) := Tϕj−1,tj−1(Π(j−1)) (7)

are computed. Using the abbreviation

x̃
(j)
i :=

(
0 −1
1 0

)
x

(j)
i for all i = 1, . . . , n (8)

and denoting the barycenters of x(j)
1 , . . . , x

(j)
n and y1, . . . , yn

by

µx(j) :=
1

n

n∑
i=1

x
(j)
i and µy :=

1

n

n∑
i=1

yi, (9)

the optimal values ϕj ∈ [0, 2π[ and tj ∈ R2, i.e.
n∑

i=1

∥∥∥Tϕj ,tj (x(j)
i )− yi

∥∥∥2

= min
ϕ∈[0,2π[

t∈R2

n∑
i=1

∥∥∥Tϕ,t(x
(j)
i )− yi

∥∥∥2

(10)
can be derived in a closed form: Using cj , sj ∈ R with

cj =
1

ρ

n∑
i=1

(x
(j)
i − µx(j))T yi, sj =

1

ρ

n∑
i=1

(x̃
(j)
i − µx(j))T yi,

(11)

where ρ =
∑n

i=1

∥∥∥x(j)
i − µx(j)

∥∥∥2

, the optimal rotation angle
is given by

ϕj = arccos

 cj√
c2j + s2

j

 (12)

and the optimal translation is given by tj = µy −Aϕjµx(j) .
Using the abbreviation Tj := Tϕj ,tj , the value

Ej :=
1

n

n∑
i=1

∥∥∥Tj(x(j)
i )− yi

∥∥∥2

(13)

indicates the prototype fitting error at step j. One can show
that the sequence (Ej)j∈N is monotonic decreasing. By

increasing j, the best approximating points x(j+1)
i of yi with

respect to Π(j+1) can be computed and the least squares
problem is solved iteratively. This alternating procedure is
continued while Ej is greater than some given threshold or
the difference between the predecessor error and the current
error is not smaller than some given threshold.

Coming back to the self-localization problem, the proto-
type Π consists of all road markings in a local environment
of the vehicle, the fitting points are the measurement point
s PRM extracted by the lane recognition from Section III-A
and the initial transformation is based on the pose parameter
(xk, yk, ψk) of the current vehicle state.

As already discovered in [20] and [18], the necessity of
a fast determination of best approximating points does not
depend on a special choice of the optimization method but it
is also crucial when using any other nonlinear optimization
algorithm, like Gauß-Newton or Levenberg-Marquardt.

Indeed, the efficiency of distance calculations depends on
the encoding of the prototype Π. Therefore, a description of
Π as a union of curves having a preferably low number of
segments and providing a fast calculation of best approxi-
mating points is preferable. Since the geometric model of
road markings in the digital map is based on arc splines,
these calculations are highly efficient due to two reasons:



Fig. 5: Association of measurement points PRM (red pyra-
mids) with road markings for the pose correction based on
prototype fitting.

The calculation of best approximating points on arc spline
segments can be realized in a simple closed form which,
in general, is not the case for many other curve types like
polynomial splines of degree > 2 or clothoids. Furthermore,
the minimality of the segment number guaranteed by the
arc spline approximation ensures that the road markings are
encoded in a compact way and thus reduce the search space
of segments for best approximating points.

Regarding the filtering methodology in (3), the fitting
points PRM = y1, . . . , yn represent some real measurements
of a measurement update at time tk. Their corresponding
predicted measurements are given by the best approximating
points with respect to the prototype Π transformed by
the initial transformation T0. Therefore, the road marking
observation model can be expressed as a family of functions
(hi)i=1,...,n : R5 → R2 for any state xk ∈ R5 at time tk:

hi(xk) = argmin
p∈T0(Π)

dist (yi, p) (14)

where dist denotes the Euclidean distance. Thus, the
residual vector

vk :=

 y1 − h1(xk)
...

yn − hn(xk)

 (15)

is related to the prototype fitting error since

1

n

n∑
i=1

∥∥∥x(1)
i − yi

∥∥∥2

=
1

n
‖vk‖2 (16)

for the best approximating points x(1)
i of yi with respect

to the transformed prototype T0(Π).
Beside the presented observation model, a resampling

strategy for particles can be applied using the same principle:
Since the prototype fitting determines a transformation that
best fits Π onto PRM in the least-squares sense above, it
can be used to correct the pose estimation represented in
each particle x(i)

k at time tk in a direct way. Therefore, let
n ∈ N denote the number of applied fitting steps leading
to the final transformation T ? := Tn ◦ · · · ◦ T0. Related
to the classical map-matching principle, one can show that
applying the inverse mapping of T ? to the pose parameters
(xk, yk, ψk) of a particle improves the pose estimation with
respect to the prototype fitting error defined in (13).

IV. RESULTS

In order to evaluate the performance of the proposed
self-localization approach, a RTK-GPS reference positioning
system is used, which fuses differential GPS with high-
precision inertial measurements. Under good conditions, a
global localization accuracy of 0.02 m is reached with this
reference system, making it suitable for evaluation purposes.

The self-localization approach is tested in different sce-
narios regarding the level of map details (availability of
landmarks and road markings), weather conditions, sensor
configurations and driving maneuver on the rural road section
in Ko-PER. The localization results are compared to the high-
precision reference system, where the positional error plots
refer to the lateral and longitudinal orientation of the vehicle.
Additionally, the mean value and standard deviation of the
absolute errors are indicated below the figures. It should be
noted that all errors refer to global positioning results and
not to relative errors regarding the map. Figure 6a and 6b
show the lateral and longitudinal localization error on a road
section of about 4 km. One can see that the global localiza-
tion error is significantly below 1 m for both directions. The
red shaded areas in the plots represent the uncertainty of the
RTK-GPS reference. The remaining error peaks can be traced
back either to outliers in the reconstruction of measurements
within the environment perception, to errors in the digital
map concerning the accuracy of map elements or to wrong
associations of measurement points with map objects. The
systematic longitudinal localization error of about 0.4 m is
probably due to a suboptimal assignment of timestamps to
a laser scan since this kind of localization error could be
observed for both driving directions of the road section.

Figure 6c shows that the global heading error is signif-
icantly below 1◦. Furthermore, Figure 6d and Figure 6e
depict the driven velocity and the availability of landmarks
per system frame corresponding to an interval of 0.08 s
(12.5 Hz).

Within the reference implementation of the self-
localization approach, the processing time for one frame is
below 0.01 s on a 2.8 GHz CPU which makes the system
fully real-time capable.

An extensive evaluation and more details on the presented
approach will be available in [21].

V. SUMMARY

In this paper some aspects of a map-based vehicle self-
localization approach have been presented. Environment per-
ception methods are used to detect and associate relevant ob-
jects with corresponding elements in a high-precision digital
map. Continuous map elements are modeled as smooth arc
splines which show advantageous properties like the efficient
distance calculation. The presented observation model based
on prototype fitting benefits from these particularities and
forms a suitable component of the probabilistic localization
strategy using particle filtering. Experiments show that a
global localization error below 1 m and an orientation error
below 1◦ can be reached with the presented methods.
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(d) Average velocity: 77.6 km/h
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Fig. 6: Localization results in a data sequence of a rural
road section. The horizontal time axes is quantified in frames
(1 Frame = 0.08 s).
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